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Bayesian analysis of risk 

and uncertainty 



Apostolakis 1990

A method for uncertainty analysis is ”Bayesian inference
quantifying uncertainty about parameters in a statistical model
on the bases of data and expert judgement about the values of
the parameters. ”



Bayesian analysis:

Framework that quantify epistemic uncertainty by probability

Principle to integrate data and expert knowledge

Principle for parametric and predictive inference

Decision theory - to maximize expected utility



Bayesian analysis of risk and uncertainty

• Risk – likelihood of an event, the magnitude of a concequence, or 

combinations/versions of these two

• Uncertainty – our uncertainty about the likelihood or magnitude, 

changeable in light of more knowledge

• What is Bayesian analysis

• Encounters and (mis)conceptions about Bayesian analysis



A Bayesian model is a joint probability distribution of

variables and parameters

𝑋~𝑁(𝜇, 𝜎)

𝜇|𝜎~𝑁(7,1) 𝜎~𝑈(0,10)Parameters:

Variable: Data

Hyper parameters



”If you don’t have enough data you can use Bayesian

methods….”

True, but shouldn’t you already be using it if you
want to quantify uncertainty by probability?

What are the alternative ways to quantifying
uncertainty? Are they that good, so we only use
Bayes when we dont have enough data? Or don’t
we have uncertainty when we have lots of data?



”Bayesian analysis always quantifies uncertainty”

Not always
Distinguish between Bayesian learning and Bayesian reasoning/forecasting!

Are your parameters expressed with uncertainty? What is a parameter in your
model?



Bayesian learning

Prior Likelihood Posterior

Our uncertainty about
parameters

How likely are data we
have given certain values
on parameters 

Our uncertainty about
parameters after learning
from data

Expert judgement on
parameters, data or 
quantities
Posterior from previous
analysis

A probabilistic model for 
P(data|parameters)

P(parameters|data)

A probabilistic model for
P(variables|parameters)

Bayesian updating

using Bayes rule
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Bayesian reasoning

P( + |TRUE)

P( - |FALSE)
P(TRUE| + )P(TRUE) & gives
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Bayesian reasoning
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Bayesian reasoning

P( + |TRUE)

P( - |FALSE)
P(TRUE) 

Bayes rule

I am
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Backward

calculation

https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego

P(TRUE| + )& gives

https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego


Aven 2015



”I don’t like ”subjective” as in subjective probability”

Subjective probability is a measure of epistemic uncertainty. 

Second order probability e.g. uncertainty about a frequency. 

Someone is uncertain.

The assessment of a subjective probabilty can be done in an objective way. 



”What if my prior matter?”

Priors matters more when data is sparse or absent.

When so, priors informed by expert judgement are to be used.

Why shouldn’t priors matter? It is like saying that expert judgement
shouldn’t matter. 



”The decision maker is not comfortable with a 

Bayesian analysis”
Decision makers often think as if a Bayesian analysis has been done

Experts are often not comfortable due to lack of experience



CI: (9.2, 17.5)

Credible Interval (CI or CrI)

Uncertainty Interval

Confidence Interval (CI)

Probability Interval

~Probability distribution



”Bayesian analysis is too difficult”

No, a problem is that we learn frequentist statistics first
Yes, it requires some knowledge of probability theory

Yes, many lack training or experience
No, it has never been more easy





Bayesian analysis

Principal strengths: 
output is a subjetive probability distribution representing uncertainty
and which may incorporate information from both data and expert 
judgement

Principal weakness: 
limited familiarity with Bayesian inference amongst EFSA assessors –
likely to need specialist support
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